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Effects of constant electric fields on the buoyant stability of reaction fronts
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The effects that applying constant electric fields have on the buoyant instability of reaction fronts propagat-
ing vertically in a Hele-Shaw cell are investigated for a range of electric field strengths and fluid parameters.
The reaction produces a decrease in density across the front such that upwards propagating fronts are buoyantly
unstable in the field-free situation. The reaction kinetics are modeled by cubic autocatalysis. A linear stability
analysis reveals that a positive electric field increases the stability of a reaction front and can stabilize an
otherwise unstable front. A negative field has the opposite effect, making the reaction front more unstable.
Numerical simulations of the full nonlinear problem confirm these predictions and show the development of
cellular fingers on unstable fronts. These simulations show that the electric field effects on the reaction within
the front can alter the fluid density so as to give the possibility of destabilizing an otherwise stable downward
propagating front.
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[. INTRODUCTION cy’s law, together with equivalent equations for the reactants.
This simplifies the modeling and the analytic description of
any buoyancy-driven instabilities. This simplification has
een exploited recently using a reduced model for the iodate-
senous-acid reactio11,12 and for the chlorite-
tetrathionate(CT) reaction[13,14]. In both cases the effect

Propagating reaction-diffusion fronts develop in autocata
lytic chemical systems from localized initiation sites. In such
fronts, the unreacted state ahead is converted into a full
reacted state at the rear with the reaction being confined to

relatively narrow region. This change in reactant composi ¢ th e f h >ed b k6
tion can change the density of the reactant mixture as th@f the convective flow was characterized by a Damkohler

front propagates, thus giving rise to density gradients Withirpumber and, for increasing values of this parameter, a planar

the reaction zone. These density differences, though smalrleaction front became more unstable to transverse perturba-

can set up buoyancy-driven convective flows, which, in turn tions (identified through a linear stability analypisith cel-

can destabilize the planar nature of the reaction front, IeadinbUIEgrgc%irs g?uv(;&pl'ggqu thvéeiﬁ%wnp{ﬁgte ea?J?)(lj)./ing an
to cellular fingering.

. . . electric field to an ionic autocatalytic system alters both the
Systems based on the iodate-arsenous{&&id) reaction y y

o >EF;ropagation speed of the reaction front and the final outcome
have been shown to exhibit front waves and have been ey the reaction. This latter effect changes the density from

tensively studied experimentally in this context, see Refyyhat it would otherwise have been both within the reaction
[1-3] for example. This reaction produces a decrease in defnegion and at the rear of the wave. This, in turn, has the
sity during the course of the reaction and hence upwardeffect of modifying the induced convection flow and thus the
propagating fronts can become unstable to buoyancy effectstability of the reaction fronts. In this paper, we consider the
This has been observed experimentally in capillary tubes, sesffect of applying constant planar electric fields to reaction
Ref. [4—6] for examples. An alternative way that has beenfronts propagating vertically within a Hele-Shaw reactor.
proposed for visualizing buoyancy-driven instabilities is to This work is motivated by an experimental study of this
use reactors based on the Hele-Shaw [c&H10]. In these, system[20] which used the iodate-arsenous-acid reaction
the reaction takes place between two glass plates separataith the arsenous acid being in excess. These experiments
by a small gap of widthh, (typically 1 mm or less and showed that applying an electric field through plate elec-
mounted vertically in the present context. The region betrodes mounted at the top and bottom of the reactor could
tween the plates is filled with the reactant mixture and theeither increase or reduce the buoyant instability, depending
reaction normally initiated by a horizontal line source alongon the polarity of the electrodes. The ability of applied elec-
the reactor, usually in the form of a small current being ap4ric fields to radically change the propagation of reaction-
plied to a strip electrode. Such a geometry allows for an easgliffusion waves by changing the density gradients has been
experimental visualization of the spatially extended dynam<learly demonstrated in Ref21] for pulse waves propagat-
ics. ing horizontally in a Belousov-Zhabotinsk3Z) system.

The advantage in using these Hele-Shaw reactors is that, Our aim here is to describe how constant electric fields
for hy— 0, the fluid dynamics can be described by a two-influence the buoyant stability of vertically propagating
dimensional flow derived from the standard thin-film ap-fronts by considering a simplified generic model of reaction-
proximation to the Navier-Stokes equations, effectively Dar-diffusion front. We use cubic autocatalysis for the kinetics.
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We have already shown that this is a good approximation for @
the full Dushman-Roebuck scheme in the arsenous-acid ex- gl P2> Py
cess casf22]. We assume a high ionic strength for the reac-

tion mixture(consistent with the experimentsnd a constant o

electric field enabling simplifications to be made in modeling P> P,

the electric field effects. For the fluid flow in the Hele-Shaw Xu @

cell we use Darcy’s law including a term representing the V.V

buoyancy forces. Based on this model, we perform a linear

stability analysis of our model to show that applying constant FIG. 1. Schematic representation of the system.

electric fields can have opposite effects, both stabilizing an

otherwise unstable configuration as well as strengthening thglanar acting in thex direction with the polarity, for positive
buoyant instabilities. This is borne out in our numericaljg|d strengths, as indicated in Fig. 1, i.e., the effect of a
simulations of the full model. . positive electric field is to increase the transport of the nega-
Reaction fronts in systems based on cubic autocatalysigye jons in the positivex direction. The equations for our
can also sustain diffusional instabilities, provided the masgyo-dimensional model system are derived from the standard
transfer of the autocatalyst is somewhat less than that of th@jn_fim equationglubrication theory [28] for the fluid flow
substrate[23]. This is not the case for the iodate-arsenous+ogether with reaction-diffusion-advection equations for the

acid reaction(and so will not be part of our modelnless  concentrations, also derived using the thin-film approxima-
some complexing agent is used to bind with the autocatalystion, namely

starch[24] and «-cyclodextrin [25] being used in experi-
ments. The effect of applying an electric field to these diffu- au  dv

sional instabilities has been examined in RE2§,27], where T ay 0, 2
it was shown that electric fields can either stabilize or mag-
nify the instability in this situation as well. J

This paper is organized as follows. First we define the 9P =—Eu—gp(a,b), (3)
system studied and derive a dimensionless mathematical 28 K

model for it. Then we consider the planar traveling wave
solutions to our model in the absence of hydrodynamical ap

flow in order to assess the effects of constant electric fields J_y kY (4)
on the velocity and the concentration profile of pure reaction-
diffusion fronts. These traveling wave solutions are subjected

2
to a linear stability analysis in the next section. The effects of 7 + ua_a + 0‘9_61 + DAgﬁ_a = DA(ﬁ: + a—"i) - koal?,
both the buoyant and electric forces on upward-propagating &t oX 28
fronts are determined through dispersion relations giving the (5)

dependencies of growth rates on wave numbers. Finally, we
solve the full mathematical model numerically in order to

2
test the predictions of the linear stability analysis and to fol- b + u(9—b + U(?_b + DBg&—b = DB(az—tz) + ﬂ;) + koal?,
low the nonlinear development of front instability from an a - ox 2 Xy
originally flat front. In our numerical studies, the develop- (6)
ment of both upward- and downward-propagating fronts is
analyzed. together with an “equation of state”
p(a,b)=po+ y1a+ yb, (7)

Il. MATHEMATICAL MODEL , , o
wherepy=p(0,0) is the fluid density without the reactams

Our model is based on the experiments on the effects thaind B~ and y., are the positive solutal expansion coeffi-
constant electric fields can have on the buoyant stability ogjents of species\ and B. In the above, the pressupeis
reaction fronts in the IAA system in a Hele-Shaw d&0].  independent of the distance across the gap. The velocity
We have previously established that, in the arsenous aCiéomponentgj andv (m the x andy directions, respective]y
excess case, the iodate-arsenous acid reaction can be repsgd the concentrationa and b are their values averaged
sented to a good approximation by cubic autocataly@®.  across the gap, following the standard derivation of the equa-
This leads us to take tions for a Hele-Shaw celp is the densityg is the accelera-

_ - - tion due to gravityu is the viscosity of the fluid, an# the
AT+2B 3B ratekoal’ @) permeability, related to the thicknesg of the cell by K
for our kinetics, whereA™ and B~ represent, respectively, =h§/ 12.D, andDg are the diffusion coefficients of reactants
105~ and I, with concentrations andb, andk, is the rate  A™ andB™ and & is the (constant electric field strength, on
constant. making the constant field approximation, the validity of

The Hele-Shaw reactor is mounted vertically, with the which is discussed in Ref19].
axis measuring distance in the upward vertical direction and We make Eqgs(2)—7) dimensionless by introducing the
y horizontally across the cell. The electric field is taken to betime Ty, lengthLg, and velocityU, scales
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T 1 . ( Dy )1/2 U gApK ® field strength and the ratio of diffusion coefficieriis[29],
0 kol 0 ko) 0 v with, in generalbs# 1.
with a, being the initial concentration o™, Ap=(p;~py), ll. TRAVELING WAVES
wherep, =py+ 189 and p,=po+ .3, are thefield-freedensi- To consider the planar propagating reaction fronts, we in-
ties of the reactant and product solutions, respectively, i.etroduce the traveling coordinaté=x—ct, where ¢ is the
Ap=(y1—y2)as. We then write (constantwave speed. This leads to the traveling wave equa-
— tions, in the absence of flog3=0),
(U,U) = UO(mu (va) = LO(X!y)l
a’+(c-E)a -ab’=0,
_ uUoLo— — (19
t=Tg, p= %p. (a,b) = ay(a,b). 9) Db” + (c- DE)b’ +ab?=0
In addition, we scale the density as p/Ap and define j(:aNcr:etE)e primes denote differentiation with respectjesub-
Y Y, Yoy
ﬁzl—ao, %:z—ao (sothat::—1>. (10) a—1,b—0 as{—w,
Ap Ap Y2 e (16)
This leads to the dimensionless equations for our model as, a—0,b—by as{— -,
on dropping the bars for convenience, whereb, is a constant to be determined and will dependEon
Py Py Ja b andD. The reaction terms can be eliminated by adding Egs.
P + W =- (71a_y + 72(?_y> , (11 (15) with the resulting equation integrated to get
a’'-(c-E)(1-a)+Db'+(c-DE)b=0. (17)
2
A + (ﬁp&_a - ‘9_‘#‘9_a> - (&i + ‘7_a> - E&_a —ap? Expression(17) enables us to determine a relation between
ot Yy IX X dy X% ay? X ' bs and the wave speet)
(12) c-E D-1)E
s = = +( ) (18)
) c-DE c-DE
b apdb  apab\ _(#b  #b b b
a WX oxay) D a2 ) DE& +ab, \;v:]tg(clg)aving to be determined from the solution of E¢i5)
(13 Equations(15)—(17) have been examined in detail in Ref.

where we have introduced the stream functigrdefined in  [29], where it was shown that, fdb # 1, the existence of a
the usual way, and eliminated the pressure from the equéolution is limited by the field strength, by positive fields for

tions. Here D<1 and by negative fields ib>1. ForD=1, the equa-
tions have an analytic solution, giving=1/v2+E and no
D:% _ToUo_ _ 9ApK limit on the field strength for the existence of traveling
D,’ Lo ,u(DAkoa(Z))l/z’ waves. A typical plot of the wave speedagainstE for D
(14) >1 is shown in Fig. Qin this case folD=2.0). Also shown
D, |12 in the figure ishs. Note that, from Eq.(18), bs>1 for E
E= (—2) & >0 andby<1 for E<O0. A value of the field strengtl
Koo =E,=-1/D\2 was also found at which the reaction front

Initially a=1, b=0, and=0 (no flow) with a local input became stationary, i.ec=0. There is also, fob>1, a lower
of B~ applied horizontally across the reactor to start the reboundE; on E for the existence of waves. F&=2, E =
action. When the density jumfip across the front is zero, —0.355 withc<0 for E;c<E<E,. There is no restriction on
B=0 and we recover the pure reaction-diffusion system inpositive field strengths for the existence of waves with, for
the presence of the electric field. Whap is increased@ D=2,

increases and we can then analyze the influence of Cc~2E+1.14EY3+ ...
buoyancy-induced convective flows and their coupling with '
the applied electric field. For the iodate-arsenous acid reac- b~ 1+0.87E¥3+ .- asE .

tion, the density of the product after the passage of the wave
is less than the initial reactants, at least when no electric fielth Ref.[29] it was shown that, when traveling waves did not
is applied[4,5]. From this it follows thaty,>7, and the exist, i.e. E<E.whenD>1, complete electrophoretic sepa-
change in density resulting from the reactidp>0) means ration of A~ andB~ developed, with then no reaction between
that upward-propagating waves can become buoyantly un-these species.
stable through a Rayleigh-Taylor instability.

Reaction(1) converts allA™ ahead of the front t@~ be-
hind the front leaving the product at the concentration To consider the stability of the reaction fronts to a
=bs. This concentration is dependent on both the electridcRayleigh-Taylor instability, we put

IV. LINEAR STABILITY ANALYSIS
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FIG. 2. Speea of the traveling fronts and autocatalyst concen-
tration bg at the rear of the front, again& for D=2.0, obtained
from a numerical integration of Eq§15) and (16).

FIG. 3. Dispersion curves for the field-fré&=0) case for a
range of values of8 with D=2.0, y,=1, andy,=0.5.

wave solutions at their front and rear, where the perturba-

a(fy.t) =ao()) + ALy, ), tions from the corresponding boundary conditions are expo-
nentially small, are required for an accurate calculation of the
b(,y,t) =bo({) + B(L,y.1), (19 Jargest eigenvalues. The number of grid poihtsused in

whereay() andby(¢) are the traveling wave solutions dis- these calculations was dependent on the context, essentially
cussed in the previous section and takeB and the width of the planar reaction fronN varied from N

=y(Z,y,t) to be small perturbations. We substitute E4<) :42t? toN=750, with a grid spacings{=0.1 being used in
into Egs.(11)—(13) and look for a solution in the form each case.

. Without an electric field, our model system can have a
ALY, = e”HYAL(D), purely diffusional instability(no flow, 8=0). This requires
D <1 following the argument given in Ref23]. Our nu-
B(Z,y,t) = e’ B(¢), (200  merical calculations of the eigenvalueswith =0, E=0
confirm that this is the case. We find that there is a critical
W(L,y,t) = eYy(). value of D betweenD=0.5 andD=0.4 for the onset of a

) ) ) diffusional instability[32], which is in agreement with the
This leads to an eigenvalue problem {ég,Bo, o) in terms  cyitical value ofD=0.435 reported previousf26,33.
of the growth rateo and the wave numbek as Our study is motivated by experiments with the iodate-
" _ r (2 L2 _ Al — arsenous acid reaction for whiéh>1 [31], and so we will
Ao+ (€= B)Ag = (b + K+ 70 = 2a0D0Bo = Bagtio =0, not get a diffusional instability in our case. We tobk=2.0
(21) as being a representative value. The aim of our linear stabil-
ity analysis from Eqs(21)—(24) is to consider how the hy-
DBj + (c— DE)Bg — (DK? = 2agby + 0)By + bjAg = Bbjio=0,  drodynamic flow(through the parametes) and the electric
(22)  field E affect the transverse stability of the traveling waves.
For this we take a value for the ratig,/y,=0.5 as being

" 10 — K2 +79,B) =0, 23 representativg34]. nge we are concerned with the stabili'ty
Ho ™ Mo (v1ho+ 72Bo) 23 of upward-propagating fronts. For downward-propagating
where we have putiy=iky, subject to fronts, the sign of the buoyancy force term in Efjl) has to

be changed to perform the linear stability analysis. We
started by considering the field-fréE=0) case. The results
Equations(21)—(24) were solved numerically using the are shown in Fig. 3 with dispersion curves for different val-
technique described in Refgl3,14. The method involves ues of 8. The figure shows thar <0 for all k>0 whenp
discretizing Egs.(21)—<(23) together with Egs.15) using =0, as expected, and that the strength of the instability
central-difference approximations for the derivatives. This(larger values for the maximum value of and a greater
enables the system to be written as a matrix eigenvalue prolsange of unstable wave numbgtsecomes more pronounced
lem, which was solved using theaPAck solver DGEEvVX  asgf is increased.
[30]. From these calculations, the largest eigenvadués To assess the effect that applying an electric field has on
determined for increasing values of the wave numband  the buoyant stability of the reaction fronts, we took given
these are the values plotted on the dispersion curves praalues of3=1.0,D=2.0, v,=1, andy,=0.5 and computed
sented below. A large number of grid points for the compu-the dispersion curves for a range of field strengihsThe
tational domain and accurate representations of the travelingsults are shown in Fig.(d for upward-propagating fronts.

Ay—0, By—0, Uy— 0 as|l— ce. (24
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0.005 0. are shown in Fig. é). This figure shows that a stronger flow
makes the waves much more unstable, with all the waves
being unstabléfor both positive and negative field strengths

in this case. The maximum value fer and the range of
unstable wave numbers is at least an order of magnitude
greater forg=5 than forg=1.

0.004 -
0.003 -
0.002

0.001
V. NUMERICAL SIMULATIONS

0.000 ¥ To test the predictions of the linear stability analysis and

gain insight into the nonlinear dynamics of the system, we
solved EQgs.(11)—<(13) numerically using a pseudospectral
-0.002 . . . . code as described in Refiil2-14,35. The modification to
0.00 0.02 0.04 0.06 0.08 0.10 this program was to add iflinear terms to account for the
k transport of the negative ions in the applied electric field.
@) This numerical scheme is based on Fourier expansions for
the stream functiony and concentrationa andb. The result
0.14 is sets of time-dependent ordinary differential equations for
030 o the Fourier coefficients, which are integrated using the
Adams-Bashforth method. The integration was performed on
a uniform spatial grid of size\x=Ay=1 and a time step
typically of orderAt=0.04. The numerical simulations were
started witha=1 andb=0 everywhere except in a central
horizontal strip wherea=0 while b was set tob=1 to start
the reaction. Noise of 0.1% amplitude was added to the front
to initiate the instabilities. This procedure allows both an
upward- and a downward-propagating wave to develop and
directly follows the experimental procedur20]. The course
of the reaction is monitored by gray-level plots of the con-
centrations of reactarA™ and the autocatalyd™ ranging
08 from 0 (white) to 1 orbg (black) for a andb, respectively. We
first checked that, in the absence of any flow, the numerical
procedure recovers the reaction-diffusion traveling waves as
(b) well as the correct influence d& both on the shape and
FIG. 4. Dispersion curves for upward-propagating frontsor speed of the Wa"?s as descrlbed '.n. FRe€l]. We then inves-
=2.0,y,=1, andy,=0.5 for the positive and negative field strengths tigated the Rayleigh-Taylor instability of such fronFs. TO do
indicated in the figure, witlla) 8=1.0 and(b) 8=5.0. The squares S0, we tookB=5.0, so as to get a strongly developing insta-

indicate the most unstable mode as obtained from the nonlined?ility, still with D=2.0 and tooky; =1, 7,=0.5.
simulations. We started with the field-free cagE=0). The results are

shown in Fig. 5 by gray-level plots @fat increasing times in

This figure shows that the effect of applying a positive fielda system of dimensionless width 512. The aspect ratio be-
(in the sense defined in Fig) is to make the reaction fronts tween thex andy directions is preserved in the plots. Small-
more stablé¢decrease the maximum value®find the range amplitude disturbances develop on the upward-propagating
of unstable wave numbersand, for a sufficiently strong front, initially having small wavelengths. These disturbances
field, to stabilize the wave. In Fig.(d we see that, fo3  grow in size, coalescing as they do so, to produce large-
=1.0, the wave is marginally unstable wi+0.5 and fully ~— amplitude cellular fingers seen previougt§2,13. Our re-
stable atE=0.6. The effect of negative fields, where the in- sults are consistent with those reported in R&g] for the
duced transport of the negative ions is in the opposite send@A system and in Refl13] for the CT system, except in this
to the direction of propagation, is to make the reaction fronfatter case it is the downward-propagating front that becomes
more unstable. For example, Figa#shows a considerable unstable rather than the upward-propagating front in the I1AA
increase in the maximum value of (and an increase in the system because of the different change in density resulting
range of unstable wave numbgfer E=-0.3 over what it from the reaction.
would be forE=0. Note that there are no traveling waves for ~ We next considered the effect of applying a given positive
negative field strengths greater th&h=0.355 and this is the or negative electric fieldin the sense described in Fig. To
limit of the stability analysis. check the linear stability analysis, we compared the most

To consider the effect of the flow parametgron the unstable mode observed in the nonlinear simulation with the
stability of the traveling waves, we took a larger valge one predicted by the dispersion curves. To do so, we inte-
=5.0 for this parameter and computed the dispersion curvegrated the nonlinear model for various valuesboin wide
for the same field strengths as used in Fi@)4The results systems such that at least 20 fingers appear at onset. We then

-0.001
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Ji

y

FIG. 5. Gray-level plots o& in the field-free cas€éE=0) at timest=50, 100, 150, and 200, witf=5.0,D=2.0, y,=1, andy,=0.5. The
horizontal lines indicate the initial position of the fronts. Gray levels range from wait®) to black(a=1). In the absence of an electric
field, only the upward-propagating front is unstable.

computed the most unstable wave numkgr27r/\ and its  and the resulting cellular fingers are a little less pronounced
growth ratec=27/T where\ is the wavelength of the pat- (compare with Fig. 5 at=200. Thus the nonlinear simula-
tern andT the time when fingering becomes visible on thetions confirm that the upward-moving front is becoming sta-
gray scale plots of concentratian These values are shown bilized by the positive electric field as predicted by the linear
in Fig. 4b) (by the solid squargsand can be seen to be in stability analysis. This can be understood by inspecting the
good agreement with the linear stability predictions. transverse averaged profiles of the concentratigbsand of
With E=+0.3, both upward- and downwargorrespond- the dimensionless density excess of the solution with regard
ing to havingE=-0.3 propagating fronts form. The results to waterp—py=y,a+y,b (shown in Fig. 7. WhenE is posi-
are shown in Fig. 6 with gray-level plots afandb taken at tive, the reaction-diffusion front speeds larger(see Fig. 2
t=200. This figure shows that an instability develops on theand so the upward-moving front travels faster than the purely
upward-propagating front, having a similar form to that seerreaction-diffusion(E=0) case. The downward-propagating
when E=0, though it takes a little longer for it to develop

. L

0.8 [ 3

Sosk ]
04f D ]

0.2F 1

y

%00 1000 1300 2000

FIG. 6. Gray-level plots o andb for E=+0.3 at timet=200,
with 8=5.0,D=2.0, y;=1, andy,=0.5. The horizontal lines indi- FIG. 7. Transverse averaged profiles of concentrataibsand
cate the initial position of the fronts. Gray levels range from white of the density excesp—p, at time t=200 corresponding to the
(a=b=0) to black (a=1; b=bg). For this positive value oE, the gray-level plots shown in Fig. 6. The dotted curve is the initial
upward-moving front is more stable than in the field-free case.  condition.
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front (for which, in effect,E<0) has a smaller speed than E'
the purely reaction-diffusion case. This larger speed of the
upward-moving front more efficiently opposes the develop-
ment of the hydrodynamic instabilityl1], making it more
stable.

We can also gain some idea as to why stabilization occurs
by considering thgdimensionlessdensity jumpdp across
the upward-moving front in the presence of an electric field,

Op(E) = y1— yoby(E), (25)

with a necessary condition for buoyant instability of the
upward-propagating front beingp>0. As b is an increas-
ing (decreasing function for positive (negative electric
fields (see Fig. 2, it follows that applying a positive electric
field increases the value df; behind the upward-moving
front and thus reduces the effective density jump across the
front, effectively stabilizing the system. For the present case
bs=1.241, givingdp=0.379, less than the field-free case for
which 8p=0.5. As a corollary, the density jump increases for
negativeE and so the descending fronts are made more
stable. This can clearly be seen in the density profifeg.
7(c)]. In this figure, gravity is acting towards small values of
x and the top of the cell corresponds to lasg& he upward-

moving front has a smaller density jump than the initial con- «
dition (plotted as a dotted line This explains why the
upward-moving front is more stable than in the field-free y

case. The downward front still has less dense solution above .

a heavier one, which is a stable situation. Note that the tiny FIG. 8. Gray-level plots o& andb for E=-0.3 at timet=200,
peak, for whichp>1, in Fig. 7c) results from the fact that With 5=5.0,0=2.0, ,=1, andy,=0.5. The horizontal lines indi-
D>1 and sab diffuses more quickly thaa. Hence the front cate the initial position of the fronts. Gray levels range from white
in b is slightly wider than that ir, leading to a small area of (@=b=0) to black(a=1;b=by). For this negative value c, the
higher p ahead of the front. This small excess is not |argeupward-movmg front is more unstable than in the field-free case.

enough to trigger any fluid motion. _ fact that the front travels slower and now there is a greater
Between the two reaction frontS, an electrophoreSIS fron&hange in densitwp across the front. From the trave”ng
in b also devel0p$29] through which the difference in the wave solutions,bS:0.638, g|v|ng 5[):0681 for this case.
concentration ob at the rear of the upward- and downward- Note that here there is a positive density change across the
propagating reaction fronts is adjustezee Fig. )]. This  electrophoresis frorfsee Fig. 9. This has the effect of “con-
gives a local change in densityp, across the electrophoretic fining” the stronger convection flow behind the upward-
front, propagating front and thus further enhancing its destabilizing
Spe= ,(b! — by) (26) effect on the upward propagation of the reaction. This is
e” 72is sk indicated in Fig. 9, where the transverse averaged profiles are
whereb; andb; are the concentrations bfat the rear of the plotted, suggesting that the reaction takes place within a rela-
upward- and downward-propagating fronts, respectively. Irtively narrow region with the effects of the flow generated by
the present case, this local change in density between the twibe buoyant instability being felt at considerable distances
fronts does not lead to further instabilities. Figure 7 indicategahead fora and behind foib) from the reaction zone.
the formation of the electrophoresis front and shows that the We then took a higher value for the negative field, taking
transition in the concentration dff is smoother than in the E=-1.0. In this case, there is no upward-propagating reac-
much sharper reaction fronts, consistent with the resultsion front (see Fig. 2 and the concentrations afandb form
given in Ref.[29]. As smooth fronts are more stable than distinct electrophoresis fron{9]. The results of the nu-
sharp one$11], this could well account for why this density merical simulation at=200 are shown in Fig. 10. The total
change is not driving an instability. separation of the reacting species on the upper front is clearly
We then considered negative fields, starting withseen in the figure. The front ia becomes unstable with
E=-0.3. With respect to just the reaction-diffusion fronts, large-scale cellular fingers having formed by this time. The
this change of sign has the effect only of changing the speefitont in b is stable. The situation in this case is similar to
of propagation of the fronts considered previously with nowcellular fingers arising on an interface between nonreactive
the downward-moving front traveling faster. Gray-level plotsfluids of different densitiegsee Refs[36,37] for example
of aandb att=200 are given in Fig. 8. The effect of the flow though here the density change is caused by the concentra-
is to make the upward-propagating front much more unstabléons of the reaction species and the interface is moving
(compare with Fig. 5 at the same tijndhis is due to the downwards with a constant speéé| for a and D|E| for b
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=200, with3=5.0,D=2.0, y;=1, andy,=0.5. The horizontal lines
] ) indicate the initial position of the fronts. Gray levels range from
FIG. 9 Transverse aver'aged profile of concen_trata:;rhnand of  \white (a=b=0) to black(a=1; b=by). For this larger negative value
the density excess—p, at timet=200 corresponding to the gray- of £, there is a total separation of the reacting species on the upper
level plots shown in Fig. 8. front. The upper electrophoretic front @ is the only one to be
unstable.
[29]). Since there is a positive density change only for the
upper front ofa (see the profiles in Fig. J1this is the only change of stability for the critical value of the ratig/ y;
front on which an instability can occur. Note also in Fig. 11 _1/b. For fixed chemical species,/ y, is constant and a
that thellarge-scale fingering is witnessgd by the presence %ansge of stability can be triggered by the variation of the
bumps in the transverse averaged_ proﬁlesa@l_z], Wh'.Ch electric field changing the final product concentration and
leads to nonmonotonous change; in the dgn;ﬂy profile. thus the density of the fluid after the passage of the front, as
Eventually,_for strongly hegative electric f|elf£:—3.o we have shown. For a fixel, depending on the relative
fqr instance(Fig. 19, we are still in th_e _electrophorenc ' values ofy, and vy,, the stability characteristics can be dif-
gime but the value obg becomes sufficiently large for the ferent. Here all results have been presentedyfdry, =0.5. If
densi_tyjumpto be positive both fqrthe upper eIectrophoresisyz/ v, is decreased, the various stability changes we have
front in a and for the lower reaction front in andb (Fig. described above will be observed for smalEl A change of
13. As a consequence, both these' fronts show the develo%’tability of electrophoretic fronts cannot be reached by
ment of density fingering, though with very different charac-Changes of the ratig,/y;, as seen by considering expression
teristics. The cellular fingering seen in the electrophoresi%%) for the density jum’pépe. only the magnitude of the
front is similar to that seen in Fig. 100( E:.—l.O)_ bUt. IS instability depends in that case on the expansion coefficients.
plotted here at a later timg=300 for which fingering is a Finally, we note that we have focused on a reaction for
little more vigorous, as can be seen in the profile plots in Fig,\hich the reactants are heavier than the prod(ets y,)

1;” especdially in thg density prOt' The ilns_tal:;ility onk the such as in the IAA reaction. Generalization of our results to
(downward-propagatingreaction front is relatively weak at the case of reactions where the density increases in the

this field strength and cellular fingering has not become fullyCourse of reactiofiy, < v,), as it does in the CT reaction, for

established by this time. - :
So far we have considered the fixed valuesyptl, v, example, is straightforward.

=0.5 and have seen that varying the intensity of the electric

field can alter th.e stability of both rgaction and.electro— VI. DISCUSSION
phoretic fronts. It is clear that the stability of a reaction front
depends essentially on the density judp= y; — y,bs across We have considered the effects that applying a constant

it. For a fixed value of the electric field, we can expect aelectric field can have on the stability of reaction fronts
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FIG. 11. Transverse averaged profile of concentratayisand
of the density excesp—p, at time t=200 corresponding to the
gray-level plots shown in Fig. 10.

propagating vertically within a Hele-Shaw cell in a cubic
autocatalytic system for which the density decreases across
the front. We have been concerned only with buoyancy-
induced instabilities arising from the natural convection flow
set up by changes in fluid density resulting from the passage
of a reaction front. We have seen that a positive electric field,
in the sense described in Fig. 1, has the effect of stabilizing
the upward-moving front, whereas a negative field magnifies
the instability by increasing the growth rate and the range of
unstable wave numbelr$ig. 4). Numerical integrations of
the full nonlinear problem, starting with a localizéstrip)
input of autocatalyst, show the development of large-scale

cellular fingers from the initially small-scale perturbations in X

concentration in cases when the system is unstable. The ex-

tent and rate of growth of these fingers is strongly influenced y

by the electric field, compare Fig. 5 for the field-free case ,
with Fig. 6 for a positive fieldweaker growth and Figs. 8, FIG. 12. Gray-level plots ofa and b for E=-3.0 at timet

10, and 12 for negative fieldsnuch stronger growth =300, with 3=5.0,0=2.0, 7, =1, andy,=0.5. The horizontal lines
indicate the initial position of the fronts. Grey levels range from

'The de_crease in fluid dens.lty resultmg_frpm the aUtocata\_/vhite (a=b=0) to black(a=1; b=by). For this large negative value
lytic reaction(1) means that, in general, it is only upward- . )
: - of E, both the upper electrophoretic front &nand the lower reac-
propagating fronts that become unstable, with downward:.
. e . . tion front are unstable.
propagating fronts remaining stall€igs. 5, 6, and B This
is the case for relatively weak fields. For strongeegativeé  gion the density is purely that of the solvemtaten, having
fields, upward-propagating fronts cannot fofsee Fig. 2 a lower density than the initial density when somg is
and separate electrophoresis frontsAin and B~ develop, present. This density changleeavy fluid above lightgrsets
with the front in B™ traveling faster than that id\™. This  up an instability on the electrophoresis frontAn. The op-

leaves a region where there are no reactants and in this rpesite is the case for the electrophoresis fronBin where
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and determine@=6. The values of the remaining quantities

e BRRCEEEEREERY — in Eq. (14) areg=10 m s2, u=103 kg m s (watep, Dy

0k S =Djo,-=1.4X 109 m?s!, Dg=D,-=2.04x 10° m?s ™%, and

sosk R 8,=[10;7]p=5.0x 103 M. The rate constari,=k,[H*]? re-

: sults from the Dushman-Roebuck kinetic scheme assuming
the arsenous acid-excess cp&2| which, for typical concen-

04f s ]

02 P trations of [H*]=6x10°3M and using k,=1CF M~*s™?,
0 : : Lot givesk,=3.6x 10° M2 s, The dimensionlesE was calcu-
lated from Eq.(14) by considering that the quantit§ is
3 : T : related to the applied electric field intensig,, through&
2.5} : =(F/RT)Eyp [19]. HereF andR are Faraday's and gas con-
2k ] stants andr is the absolute temperature. The experimental
o1k i values ofE,, leading to the clearly observable changes in
finger development, ranged from 1.5 to 3 V/cm, which cor-
1t v E respond to values dt between 0.75 and 1.5.
0.5F e ] Although the values of parametels y,/y;, and B esti-
0 . - e mated for the experimental system coincide well with those
used in our model, there are distinct differences in the elec-
L5 . . . tric field effects on the front stability depending on whether

small(up to|E|=0.3) or larger fields are used. Weak positive
(negative electric fields were found to have the same stabi-
lizing (destabilizing effects on the ascending front in both
the model and arsenous acid-iodate systg2@. As in the
model system, the effects on the arsenous acid-iodate front
stability were assessed through dispersion relations. These
. . . curves, evaluated from experimental data, showed, as in the
1000 2000 3000 4000 model, the decreag@ncreasgin the range of unstable wave
numbers of upward-propagating fronts in a positinega-

FIG. 13. Transverse averaged profile of concentratifisand  tive) electric field and the respective decrediserease in
of the density excesp—p, at time t=300 corresponding to the the growth rates. Nevertheless, the electric-field-induced
gray-level plots shown in Fig. 12. changes in the growth rates in the experimental system were

found to be less pronounced than in the model.

light fluid is above heavier, and this front remains stable, see The effects of larger negative electric fields in both ex-
Fig. 12. These strong fields produce a high concentration gferimental and model systems were found to diverge. While
B~ at their rear and, from Eq25), can makedp negative in the model the stronger negative fields<-0.355 cause
(with bg sufficiently large. This gives a situation where the ascending front to break up into two electrophoretic
heavy fluid is now above lighter fluid and an instability can fronts, see Figs. 10 and 12, this is not the case for the arse-
develop on the downward-propagating front. This change imous acid-iodate system. In this case, a front still propagates
stability of a downward-propagating front is a novel featureas a reaction-diffusion front. However, the effect of the elec-
of our system and is a direct consequence of applying eledric field is to alter the reaction stoichiometry within the front
tric fields. and the final products of reaction, with now iodine arising as

Finally, we assess the correspondence between the insta-final product{16]. The cutoff field is approximatelf,,
bility development in our model system and in the experi-=—1 V/cm[16], corresponding to the dimensionless value of
ments using the arsenous acid-iodate readt&®. In order E=-0.5. Thus, at larger negative fields, the reaction within
to do so, values of the relevant dimensionless parameters ftihe front changes from the arsenous acid excess case and the
the experimental situation need to be determined. The reprddnetic scheme can no longer be approximated by cubic au-
sentative value ofy,/y,=0.5 used in the model analysis is tocatalysis. Consequently, the predictions obtained in our
directly related to the values of the expansion coefficientsnodel system cannot be applied to the behavior of the arse-
measured for arsenous acid-iodate reaction sy§8h For  nous acid-iodate system in these larger electric fields.
the calculation of8 from Eq. (14), a value for the density In the model, larger negative fields the sense defined
changeAp has to be chosen. There are several possibilities tin Fig. 1) were found to destabilize descending frofése
choose from{i) the estimated value afp=0.36 kg m®cal-  Figs. 12 and 1B It should be noted that, since descending
culated from measured values ¢f and y, [34], (i) the fronts propagate in this configuration towards the positive
value Ap=0.2 kg nT3 suggested in Ref4], and(iii) the ex-  electrode, cubic autocatalysis is still an appropriate approxi-
perimental valueAp=0.1 kg n73 measured by Ref:34] as  mation of the arsenous acid-iodate reaction kinetics within
the difference between the densities of the fully reacted anthe front[16] and the model predictions can be applied to
unreacted reaction mixtures. Since the compositions of reache experimental system. However, the destabilization of
tion mixtures used in Ref34] and in[20] are very similar, descending fronts was not observed in the experimental
we took the last of these values fap as the most probable system. Since the electric field used in the experiments
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